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Abstrak
[bookmark: _GoBack]Pemecatan pelatih Tim Nasional Indonesia, Shin Tae-yong, menimbulkan beragam respons dari masyarakat di media sosial X. Komentar netizen yang bersifat masif dan beragam memerlukan analisis yang sistematis agar dapat dipahami secara objektif. Penelitian ini bertujuan untuk menganalisis sentimen komentar netizen terkait pemecatan Shin Tae-yong menggunakan pendekatan text mining dan algoritma Multinomial Naive Bayes. Data diperoleh dari media sosial X melalui proses crawling dan selanjutnya diproses melalui tahapan preprocessing serta pembobotan TF-IDF. Hasil klasifikasi menunjukkan bahwa model memiliki kinerja yang baik dengan tingkat akurasi sebesar 91,3%, precision 94,94%, recall 79,43%, dan F1-score 85,4%. Distribusi hasil prediksi didominasi oleh sentimen negatif sebanyak 275 data, diikuti 40 sentimen positif dan 30 sentimen netral. Dari hasil penelitian tersebut menunjukkan bahwa mayoritas sentimen publik cenderung negatif terhadap keputusan tersebut, serta model klasifikasi mampu memberikan performa yang baik dalam mengelompokkan sentimen. Penelitian ini diharapkan dapat menjadi referensi dalam memahami opini publik pada isu olahraga nasional serta mendukung pengambilan keputusan berbasis data.
Kata kunci: analisis sentimen, confusion matrix, multinomial naive bayes, penambangan teks, x
Abstract
The dismissal of the Indonesian National Football Team head coach, Shin Tae-yong, generated diverse public reactions on the social media platform X. The large volume and variability of netizen comments require a systematic analysis to objectively understand public opinion. This study aims to analyze the sentiment of netizen comments regarding the dismissal of Shin Tae-yong using a text mining approach and the Multinomial Naive Bayes algorithm. The data were collected from social media X through a crawling process and subsequently processed through preprocessing stages and TF-IDF weighting. The classification results demonstrate that the proposed model achieved good performance, with an accuracy of 91.3%, precision of 94.94%, recall of 79.43%, and an F1-score of 85.4%. The prediction results were dominated by negative sentiments (275 instances), followed by positive (40 instances) and neutral sentiments (30 instances). These findings indicate that public opinion tends to be predominantly negative toward the decision, while the classification model effectively categorizes sentiments. This study is expected to serve as a reference for understanding public opinion in national sports issues and to support data-driven decision-making.
Keywords: confusion matrix, multinomial naive bayes, sentiment analysis, text mining, x

1. PENDAHULUAN
Media sosial telah bertransformasi menjadi sarana komunikasi digital yang memungkinkan pengguna mengemukakan pendapat serta respons terhadap berbagai peristiwa secara terbuka dan dalam waktu singkat. Di Indonesia, media sosial X banyak dimanfaatkan sebagai sarana diskusi publik, termasuk dalam isu olahraga nasional [1]. Salah satu peristiwa yang memicu perhatian luas adalah keputusan Persatuan Sepak Bola Seluruh Indonesia (PSSI) mengenai pemberhentian Shin Tae-yong sebagai pelatih pelatih kepala Tim Nasional Indonesia [2]. Keputusan tersebut menimbulkan beragam respons dari netizen, mulai dari dukungan hingga kritik dan penolakan, yang mencerminkan dinamika opini publik yang kompleks [3].
Melimpahnya komentar netizen terkait pemecatan Shin Tae-yong belum dianalisis secara sistematis, sehingga opini yang berkembang cenderung subjektif dan tidak terklasifikasi dengan jelas. Sejalan dengan latar belakang yang telah dipaparkan, penelitian ini dilakukan dengan pendekatan analisis sentimen berbasis text mining untuk mengelompokkan opini masyarakat ke dalam kategori positif, negatif, dan netral [4]. Algoritma Naive Bayes dipilih karena efisien dan memiliki performa yang baik dalam pengolahan data teks, serta dikombinasikan dengan metode pembobotan TF-IDF untuk meningkatkan akurasi klasifikasi [5]. Penelitian ini diharapkan mampu memberikan gambaran objektif mengenai kecenderungan sentimen publik dan menjadi bahan pertimbangan bagi PSSI dalam memahami respons masyarakat sebelum mengambil keputusan strategis.
Penelitian yang relevan sebelumnya yang telah dilakukan oleh Joko Ade Nursiyono dan Chusnul Chotimah meneliti sentimen analisis komentar netizen di Twitter mengenai kebijakan PPN sembako serta jasa pendidikan, dengan memanfaatkan metode Social Network Analysis (SNA) dan algoritma Naive Bayes Classifier. Melalui analisis jaringan, diperoleh lima klaster utama dengan node ke-90 teridentifikasi sebagai bottleneck atau aktor utama dalam penyebaran informasi antar klaster. Proses klasifikasi sentimen menghasilkan tingkat akurasi sebesar 74,865% dengan tingkat kesalahan 25,135%. Selain itu, diperoleh lima kategori emosi utama, yaitu fear, sadness, surprise, joy, dan anger, di mana emosi anger muncul sebagai respons yang paling dominan terhadap kebijakan tersebut [6].
Lalu penelitian lain yang dilakukan oleh Lestari dan Irwiensyah berfokus pada analisis sentimen opini masyarakat di aplikasi X terkait keberadaan pengungsi Rohingya di Indonesia melalui penerapan metode Naive Bayes. Dari 1124 data yang dikumpulkan, setelah melalui tahap preprocessing tersisa 701 data yang kemudian dibagi dengan rasio 30:70. Hasilnya menunjukkan 264 data tergolong positif dan 227 data negatif dengan tingkat akurasi mencapai 98,57% [7].
Penelitian-penelitian terdahulu dalam bidang analisis sentimen umumnya berfokus pada isu kebijakan publik, kualitas layanan pemerintah, produk komersial, serta isu sosial dan politik. Namun demikian, kajian analisis sentimen yang secara khusus mengangkat isu olahraga nasional, terutama yang berkaitan dengan pemecatan pelatih tim nasional Indonesia Shin Tae Yong yang memicu intensitas emosi publik yang tinggi, dan masih relatif terbatas yang membahas isu ini. Oleh sebab itu, penelitian ini bertujuan untuk menganalisis dinamika sentimen publik dalam konteks olahraga nasional melalui pendekatan text mining menggunakan algoritma Multinomial Naive Bayes.
2. METODE PENELITIAN
Analisis sentimen merupakan salah satu cabang dalam text mining yang menitikberatkan pada pengidentifikasian kecenderungan opini atau sikap yang terkandung dalam data berbentuk teks. Opini tersebut diklasifikasikan ke dalam tiga kategori utama, yaitu sentimen positif, negatif, dan netral. Pendekatan ini banyak diterapkan pada data media sosial, ulasan daring, serta umpan balik pengguna karena mampu menggambarkan persepsi publik secara cepat dan dalam skala besar [8]. Algoritma Naive Bayes banyak dimanfaatkan karena memiliki sifat sederhana, efisien secara komputasi, serta memiliki tingkat kinerja yang relatif baik, khususnya jika dikombinasikan dengan metode pembobotan Term Frequency–Inverse Document Frequency [8]. Term Frequency–Inverse Document Frequency mempunya fungsi untuk memilih kata-kata penting dengan bobot tinggi dan mendukung akurasi klasifikasi dengan baik [9]. Untuk menghasilkan analisis sentimen yang maksimal, penelitian ini dilakukan melalui tahapan berurutan, mulai dari pengumpulan data, labeling, preprocessing, pembagian data, pembobotan TF-IDF, hingga klasifikasi dengan Naive Bayes sebagaimana terlihat pada Gambar 1.
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Gambar 1. Alur Penelitian
2.1 Pengumpulan Data
[bookmark: _heading=h.wv1ywdc79usw]        Tahap awal dalam penelitian ini adalah pengumpulan data komentar netizen dari platform media sosial X. Pengambilan data dilakukan secara otomatis dengan memanfaatkan Google Colab dengan memanfaatkan kata kunci tertentu untuk memperoleh komentar yang relevan. Kata kunci “pemecatan STY” digunakan sebagai dasar pencarian data agar komentar yang dikumpulkan sesuai dengan topik penelitian.Pengumpulan data dilakukan pada rentang waktu 6 Januari 2025 hingga 11 April 2025 dan menghasilkan total 350 cuitan. Data yang telah dikumpulkan selanjutnya dimanfaatkan sebagai dataset utama dalam pelaksanaan analisis sentimen.
2.2 Labeling
Setelah data berhasil dikumpulkan, tahap selanjutnya adalah pelabelan sentimen pada setiap cuitan. Pelabelan dilakukan dengan mengelompokkan komentar ke dalam tiga kelas sentimen, yaitu:
a. Sentimen positif, jika cuitan menunjukkan dukungan atau tanggapan yang bersifat membangun terhadap isu pemecatan.
b. Sentimen negatif, jika cuitan berisi kritik, ketidaksetujuan, atau tanggapan yang bersifat merugikan terhadap isu pemecatan.
c. Sentimen netral, jika cuitan tidak mengekspresikan opini secara jelas, atau hanya menyampaikan informasi tanpa menunjukkan sikap tertentu.
[bookmark: _heading=h.4ilxjjnbzej]Proses labeling dilakukan secara manual dengan membaca isi cuitan untuk memastikan konsistensi dan validitas data. Hasil labeling ini menjadi acuan dalam proses pelatihan dan pengujian model klasifikasi [7].    
2.3 Preprocessing Data
        Sebelum tahapan klasifikasi dilakukan, data komentar terlebih dahulu melalui tahap preprocessing. Tujuan dari tahapan tersebut adalah untuk meningkatkan mutu data dengan menghilangkan noise serta menyeragamkan bentuk teks, sehingga data lebih siap untuk dianalisis [11]. Tahapan preprocessing yang diterapkan dalam penelitian ini meliputi:
a. Cleansing: Cleansing merupakan tahap penghapusan karakter non-alfabetis, simbol, URL, hashtag, dan mention yang tidak memiliki pengaruh terhadap makna sentimen [12].
b. Case Folding: Case folding adalah proses normalisasi teks yang berfungsi untuk menyeragamkan penulisan dengan mengonversi semua huruf ke format huruf kecil agar format teks menjadi seragam [13].
c. Tokenizing: Setelah proses case folding, langkah berikutnya adalah tokenizing. Pada tahap tokenizing, kalimat dipecah menjadi kata-kata penyusunnya [14].
d. StopWord: Stopword merupakan tahap penghapusan kata hubung, singkatan, maupun kata lain yang tidak memiliki makna signifikan dari hasil tokenizing sebelumnya [15].
e. Stemming: Stemming merupakan tahap akhir yang bertujuan mengubah kata berimbuhan menjadi kata dasar [16].
2.4 Split Data
Proses selanjutnya setelah preprocessing adalah pemisahan dataset menjadi data latih dan data uji. Tahap ini bertujuan untuk melatih model sekaligus menguji performa model dalam mengklasifikasikan data yang belum pernah diproses sebelumnya. Pada penelitian ini, pembagian data dilakukan dengan perbandingan 80% untuk data latih dan 20% untuk data uji [17].
2.5 TF-IDF
        Pembobotan kata (term weighting) merupakan proses pemberian nilai numerik pada setiap kata dalam dokumen untuk menunjukkan tingkat kepentingannya. Metode Term Frequency–Inverse Document Frequency (TF-IDF) digunakan dalam penelitian ini untuk menentukan bobot setiap kata. Komponen Term Frequency (tf(w,d)) menilai tingkat kepentingan kata dari frekuensi kemunculannya pada dokumen, sedangkan Inverse Document Frequency (IDF) berfungsi mengendalikan pengaruh kata yang terlalu sering muncul di keseluruhan dokumen [18]. Untuk rumus dari tf-idf sendiri yaitu:
	
	Rumus TF :  TF(t,d )=  
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	Rumus IDF :   I𝐷𝐹𝑖𝑗 = log() + 1
	(2)

	
	
	

	
	Rumus TFIDF : TF  IDF
	(3)


2.6 Naïve Bayes
Naive Bayes adalah algoritma klasifikasi yang sederhana tetapi cukup andal, terutama ketika digunakan pada kumpulan data berukuran besar. Metode ini hanya memerlukan data latih dalam jumlah terbatas untuk dapat mengestimasi parameter model dengan baik. Proses penerapannya dimulai dengan preprocessing terhadap data komentar, yang kemudian diubah ke bentuk numerik melalui pembobotan TF-IDF. Selanjutnya, data dibagi menjadi data training dan data testing berdasarkan rasio tertentu. Tahap klasifikasi dilakukan dengan menghitung probabilitas prior setiap kelas sentimen sesuai distribusi label pada data latih, serta probabilitas likelihood tiap kata dalam masing-masing kelas menggunakan bobot TF-IDF. Untuk menghindari probabilitas nol akibat kata yang tidak muncul, diterapkan teknik Laplace smoothing. Penentuan kelas sebuah dokumen didasarkan pada probabilitas posterior tertinggi yang dihasilkan dari kombinasi log prior dan log likelihood seluruh kata dalam dokumen. Evaluasi hasil klasifikasi dilakukan dengan menggunakan metrik akurasi, precision, recall, dan f1-score, serta divisualisasikan melalui confusion matrix dan distribusi sentimen [19]. Rumus dasar Naive Bayes ditunjukkan sebagai berikut:
	
	
	(4)


a. X: Data yang label kelasnya belum diketahui.
b. Ci: Hipotesis berupa kelas tertentu.
c. P(Ci|X): Probabilitas posterior, yaitu peluang data X termasuk dalam kelas Ci.
d. P(Ci): Probabilitas prior dari kelas Ci.
e. P(X|Ci): Probabikitas munculnya x apabila diasumsikan berada pada kelas Ci.
f. P(X): Probabilitas keseluruhan dari data X[20].
3. HASIL DAN PEMBAHASAN
3.1 Pengumpulan Data
Sumber data yang digunakan dalam penelitian ini berasal dari komentar netizen pada platform media sosial X yang dikumpulkan melalui proses crawling menggunakan Google Colab. Pengambilan data dilakukan dengan menggunakan kata kunci “pemecatan STY” untuk menjaring komentar yang relevan dengan topik penelitian. Proses pengumpulan data berlangsung pada periode 6 Januari 2025 hingga 11 April 2025 dan menghasilkan total 350 komentar dalam bentuk cuitan.
Data yang diperoleh mencerminkan beragam respons masyarakat terhadap keputusan PSSI terkait pemberhentian Shin Tae-yong sebagai pelatih kepala Tim Nasional Indonesia. Contoh data komentar hasil crawling ditampilkan pada Tabel 1 sebagai representasi dataset yang digunakan dalam penelitian ini.
Tabel 1. Sample Data Penelitian dari X
	No
	Waktu
	Nama
	Komentar

	1
	Sun Apr 06 06:43:10 2025
	Ghivanii
	alasan STY dipecat juga ada hubungannya

	2
	Sun Apr 06 03:33:42 2025
	Mantanpegawaipt
	@Titipan_Mafia Yg ngeritik waktu itu palingan ya golongan yg itu aja golongan yg skrg banyak diemnya sampe gk keliatan lg setelah sty dipecat dan sekalinya muncul cuma bisa nyenggol pelatih sebelumnya biar bisa dpt duit


3.2 Labeling
Proses pelabelan (labeling) data dilakukan secara manual oleh Fany Hakim selaku dosen Fakultas Ekonomi dan Bisnis (FEB) Universitas Budi Luhur, untuk memastikan akurasi dan validitas label sentimen. Keterlibatan pakar bertujuan untuk meminimalkan subjektivitas serta meningkatkan keandalan dataset yang digunakan dalam proses klasifikasi.
Penentuan label sentimen disesuaikan dengan konteks isu pemberhentian Shin Tae-yong dari jabatan pelatih kepala Tim Nasional Indonesia. Sentimen positif diberikan pada komentar yang mendukung keputusan STY out, sentimen negatif pada komentar yang menolak atau mengkritik keputusan tersebut, sedangkan sentimen netral diberikan pada komentar yang bersifat informatif, ambigu, atau tidak menunjukkan keberpihakan yang jelas. Proses pelabelan dilakukan sebelum tahap preprocessing agar makna komentar tetap terjaga dan digunakan sebagai data acuan (ground truth) dalam pelatihan dan pengujian model Naive Bayes.
3.3 Preprocessing
Preprocessing dilakukan melalui lima tahapan utama sebagai langkah awal dalam menyiapkan data sebelum dianalisis. Tahapan tersebut meliputi cleansing, case folding, tokenizing, stopword, serta stemming. Penjelasan masing-masing tahap preprocessing adalah sebagai berikut:
a. Cleansing
Pada tahap cleansing dilakukan pembersihan data dengan menghapus URL, hashtag, serta seluruh karakter selain huruf, angka, dan spasi dihapus. Contoh hasil proses tersebut dapat dilihat pada Gambar 1.
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Gambar 1. Proses Cleansing
b. Case Folding
Pada tahapan proses case folding, semua kata dikonversi ke huruf kecil untuk memperoleh format yang seragam. Contohnya, kata “STY” diubah menjadi “sty”. Hasil penerapan tahap ini ditampilkan pada Gambar 2.
[image: ]
Gambar 2. Proses Case Folding
c. Tokenizing
Pada tahapan proses tokenizing, kalimat dipecah menjadi bagian kata-kata penyusunnya. Contoh hasil penerapan tahap ini ditampilkan pada Gambar 3.
[image: ]
Gambar 3. Proses Tokenizing
d. Stopword
Dalam tahap stopword, istilah umum yang dianggap tidak relevan dengan makna teks, misalnya “dan”, “atau”, “itu”, serta kata hubung atau preposisi, dihilangkan dari data. Contoh penerapan tahap ini ditampilkan pada Gambar 4.
[image: ]
Gambar 4. Proses Stopword
e. Stemming
Dalam tahap stemming, kata berimbuhan diubah ke bentuk dasar. Sebagai ilustrasi, kata “hubungannya” dikonversi menjadi “hubung”. Contoh hasil proses ini ditampilkan pada Gambar 5.
[image: ]
Gambar 5. Proses Stemming
3.4 Split Data
       Setelah tahap preprocessing, dataset dibagi ke dalam data training dan data testing dengan rasio 80% untuk data latih dan 20% untuk data uji. Pembagian data ini bertujuan untuk melatih model klasifikasi sekaligus mengevaluasi kemampuannya dalam mengklasifikasikan data.
a. Data Latih
Dalam tahapan split data, data latih diperoleh untuk keperluan pelatihan model. Contoh sampel data latih dapat dilihat pada Tabel 2.
Tabel 2. Sample Data Latih
	No
	Komentar
	Stemming
	Label

	1
	@gilabola_ina STY yang sudah kliatan hasilnya saja dipecat malah diangkat tukang judi yang nihil prestasi miris saya liat tingkah polah orang2 di PSSI ini
	sty kliatan hasil saja pecat angkat tukang judi nihil prestasi miris liat tingkah polah orang2 pssi
	negatif

	2
	@Ubay_Rishi08 @unmagnetism A1 A1 A1 SuOmong Sendiri. A1 Mulu DARI STY DIPECAT
	suruh tuh omong sendiri mulu sty pecat
	netral


b. Data Uji
Selain menghasilkan data latih, proses split data juga memunculkan data uji yang berfungsi untuk mengevaluasi kinerja model.
Tabel 3. Sample Data Test
	No
	Komentar 
	Stemming

	1
	@idextratime ya kita kurang percaya apa ke sty tp tbtb sty dipecat terus ganti pelatih terus diminta percaya ((lagi))??? gitu aja terus
	kurang percaya sty tbtb sty pecat ganti latih minta percaya lagi gitu aja

	2
	@LaGrandeIndo Semenjak sty dipecat dan kalah lawan aus mungkin kedepannya yang ditunggu pas nonton timnas adalah koreonya 
	semenjak sty pecat kalah lawan aus mungkin depan 


3.5 TF-IDF
Metode TF-IDF diterapkan untuk mengukur tingkat kepentingan setiap kata dalam komentar relatif terhadap keseluruhan dataset. Contoh pengimplementasian TF-IDF pada penelitian ini menggunakan satu dokumen training dan dijalankan melalui beberapa tahap.
a. Tahap Persiapan Dokumen
Dalam tahap ini, semua komentar yang terdapat pada data training yang telah diproses melalui preprocessing diambil untuk dibersihkan dan diubah menjadi kalimat lengkap. Kalimat tersebut kemudian diproses lebih lanjut pada tahap ekstraksi fitur. 

b. Tahap Perhitungan TF (Term Frequency
Fungsi Term Frequency (TF) adalah mengukur jumlah kemunculan kata pada setiap dokumen komentar. Perhitungannya menggunakan rumus: 
	
	TF(t,d )= 
	(5)


c. Tahap Perhitungan IDF (Inverse Document Frequency)
Inverse Document Frequency (IDF) digunakan untuk mengevaluasi kelangkaan kata dalam sekumpulan dokumen. Kata-kata yang muncul lebih jarang akan menerima bobot IDF yang lebih tinggi. Rumus untuk IDF adalah sebagai berikut:
	
	
	(6)


d. Tahap Perhitungan TF-IDF
TF-IDF diperoleh dari hasil perhitungan perkalian antara nilai TF dan IDF. Adapun rumus TF-IDF dapat dituliskan sebagai berikut:
	
	TF-IDF= TF  IDF 
	(7)


Perhitungan TF-IDF untuk dua kata pada dokumen penelitian ini akan ditunjukkan pada Tabel 4 berikut:
Tabel 4. Perhitungan TFIDF
	Kata

	Frekuensi
	Jumlah kata
	TF
	DF
	IDF
	TF-IDF

	 miris
	1
	16
	0,0625
	1
	5,6204
	0,3513

	tukang
	1
	16
	0,0625
	5
	4,0110
	0,2507



3.6 Naive Bayes dan Evaluasi Model
Dalam tahap ini, metode Naive Bayes diterapkan untuk analisis sentimen komentar netizen terkait pemecatan Shin Tae-yong melalui tiga langkah utama. Pertama, dilakukan perhitungan prior probability dengan membagi jumlah data tiap kelas sentimen (positif, negatif, netral) terhadap total data latih. Kedua, model likelihood dibentuk berdasarkan frekuensi kemunculan setiap kata dalam tiap kelas. Ketiga, klasifikasi komentar ditentukan oleh probabilitas tertinggi yang diperoleh dari kombinasi log prior dan log likelihood. Evaluasi model dengan confusion matrix pada pembagian data 80:20 menunjukkan hasil sebagaimana ditampilkan berikut ini.
Tabel 5. Pengujian Confusion Matrix
	
	Predicted Positive
	Predicted Netral
	Predicted Negative

	Actual Positive
	38
	0
	14

	Actual Netral
	2
	30
	14

	Actual Negative
	0
	0
	247


Mengacu pada hasil evaluasi model menggunakan confusion matrix, model menunjukkan kemampuan yang cukup baik dalam memprediksi label sentimen. Namun, untuk kelas positif dan netral, performa prediksi masih kurang optimal. Kondisi ini diduga dipengaruhi oleh dominasi kelas negatif dalam dataset, yang menyebabkan distribusi data tidak seimbang dan menjadikan model cenderung bias terhadap kelas negatif. Setelah diperoleh hasil dari confusion matrix, tahap berikutnya adalah menghitung nilai akurasi, precision, recall, dan f1-score dengan merujuk pada tabel confusion matrix tersebut.
Tabel 9. Pengujian Akurasi Recall dan F1-Score
	Pengujian

	Accuracy
	Precision
	Recall
	F1-score

	91,30%
	94,94%
	79,43%
	85,40%


Berdasarkan hasil pengujian yang telah dilakukan, model klasifikasi sentimen memperlihatkan tingkat performa yang sangat baik dengan tingkat akurasi keseluruhan mencapai 91,3%. Dari confusion matrix yang dihasilkan, dapat dilihat bahwa model dapat mengklasifikasikan 345 sampel data dengan distribusi sebagai berikut: 247 sampel negatif terklasifikasi dengan benar, 38 sampel positif terklasifikasi dengan benar, dan 30 sampel netral terklasifikasi dengan benar.
Analisis per kelas menunjukkan bahwa kelas sentimen negatif memiliki performa terbaik dengan precision 89,82%, recall 100%, dan F1-score 94,64%. Faktor tersebut mengindikasikan bahwa model sangat efektif dalam mengidentifikasi sentimen negatif tanpa ada kesalahan klasifikasi. Untuk kelas positif, model mencapai precision 95% dan recall 73,08% dengan F1-score 82,61%, menunjukkan bahwa meskipun model cukup tepat dalam memprediksi sentimen positif, masih terdapat beberapa data positif yang terklasifikasi sebagai negatif. Sementara itu, kelas netral menunjukkan precision sempurna 100% namun recall yang lebih rendah 65,22% dengan F1-score 78,95%, yang mengindikasikan bahwa model cenderung konservatif dalam memprediksi sentimen netral.
Secara keseluruhan, macro average metrics menunjukkan precision 94,94%, recall 79,43%, dan F1-score 85,4%, yang mengkonfirmasi bahwa model memiliki performa yang konsisten dan seimbang across semua kelas. Meskipun terdapat sedikit bias terhadap prediksi sentimen negatif.
3.7 Metode Pembanding
Kajian dengan judul “Analisis Sentimen Belajar Programming Pada Media Sosial YouTube Menggunakan Algoritma Klasifikasi Naive Bayes” meneliti klasifikasi sentimen komentar pengguna YouTube terkait pembelajaran pemrograman ke dalam kelas sentimen yang terdiri atas positif, negatif, dan netral. Temuan penelitian ini mengindikasikan bahwa algoritma Naive Bayes mampu menghasilkan akurasi sebesar 100% pada sentimen positif dan 66,39% pada sentimen negatif, sehingga disimpulkan bahwa metode tersebut efektif dalam mengklasifikasikan sentimen komentar pembelajaran programming [7]. Pembeda utama antara penelitian ini dan penelitian terdahulu adalah tahapan preprocessing dan pemilihan algoritma. Penelitian sebelumnya menerapkan tahapan-tahapan preprocessing berupa cleansing, case folding, normalisasi, filtering, dan stemming, sedangkan penelitian ini tidak menggunakan tahap normalisasi karena proses stemming dengan library Sastrawi dianggap telah cukup efektif dalam menangani variasi kata baku dan tidak baku.
Selanjutnya, penelitian yang mengkaji klasifikasi sentimen perhelatan MotoGP di Indonesia menggunakan Correlated Naive Bayes. Meskipun sama-sama berada dalam konteks olahraga, penelitian tersebut lebih menyoroti event olahraga internasional, sedangkan penelitian ini berfokus pada kebijakan organisasi olahraga nasional yang berdampak langsung terhadap persepsi publik dan loyalitas pendukung tim nasional. Perbedaan konteks ini menunjukkan bahwa penelitian ini memiliki nilai kebaruan dari sisi topik yang diangkat [13].
Penelitian lain yang membandingkan performa algoritma Multinomial Naive Bayes dan K-Nearest Neighbors (KNN) dalam analisis sentimen terhadap konten Pandawara Group di platform X. Hasil penelitian tersebut menunjukkan bahwa algoritma KNN memiliki akurasi yang lebih tinggi dibandingkan Multinomial Naive Bayes pada studi kasus yang dianalisis. Berbeda dengan penelitian tersebut, penelitian ini tidak melakukan perbandingan antar algoritma, melainkan berfokus pada penerapan Multinomial Naive Bayes yang dikombinasikan dengan pembobotan TF-IDF untuk mengkaji opini publik pada isu olahraga nasional, sehingga lebih menekankan pada kedalaman analisis konteks daripada sekadar perbandingan performa algoritma [21].
Lalu penelitian yang relevan yang menganalisis sentimen publik terhadap isu eksploitasi lingkungan di Raja Ampat menggunakan algoritma Support Vector Machine (SVM) dengan pembobotan TF-IDF. Penelitian tersebut menerapkan pelabelan manual oleh pakar dan menggunakan library siap pakai dalam proses pemodelan, serta menghasilkan tingkat akurasi sebesar 72,62%. Fokus utama penelitian tersebut adalah isu lingkungan dengan kecenderungan sentimen negatif yang dominan akibat kekhawatiran publik terhadap kerusakan ekosistem.Berbeda dengan penelitian tersebut, penelitian yang diusulkan dalam artikel ini memfokuskan kajian pada isu olahraga nasional, khususnya pemecatan pelatih kepala Tim Nasional Indonesia, yang memiliki karakteristik emosi publik yang berbeda. Isu olahraga cenderung melibatkan faktor emosional, loyalitas, dan subjektivitas yang lebih tinggi dibandingkan isu lingkungan atau kebijakan publik. Selain itu, penelitian ini menggunakan algoritma Multinomial Naive Bayes yang dikenal efektif untuk klasifikasi teks berdimensi tinggi dengan distribusi kata yang tidak merata, sehingga relevan untuk menangani komentar netizen yang bersifat singkat dan informal [22].
Lalu pada penelitian terakhir yang menganalisis sentimen komentar netizen di platform X terkait isu RUU TNI dengan menggunakan algoritma Multinomial Naïve Bayes dan pembobotan TF-IDF. Dataset yang digunakan berjumlah 412 komentar dengan tahapan preprocessing berupa cleaning, case folding, tokenizing, normalisasi slangword, stopword removal, dan stemming, serta pembagian data 80% untuk training dan 20% untuk testing. Hasil pengujian menunjukkan tingkat akurasi sebesar 72,22% dengan performa terbaik pada kelas sentimen negatif, sementara kelas positif dan netral masih kurang optimal akibat ketidakseimbangan data. Dibandingkan dengan penelitian tersebut, penelitian ini memiliki kesamaan pada penggunaan sumber data dari platform X, metode TF-IDF, serta algoritma Multinomial Naïve Bayes. Namun, perbedaan terletak pada objek kajian dan hasil performa model, di mana penelitian ini berfokus pada isu pemecatan Shin Tae-yong dan menghasilkan akurasi yang lebih tinggi, yaitu 91,3%. Hal ini menunjukkan bahwa perbedaan karakteristik topik, kualitas data, serta strategi preprocessing dapat memengaruhi kinerja model klasifikasi sentiment [23].
Berdasarkan perbandingan jurnal jurnal tersebut, dapat disimpulkan bahwa meskipun algoritma Naive Bayes dan variasinya (Multinomial maupun Correlated) serta pembobotan TF-IDF terbukti efektif dalam berbagai konteks analisis sentimen, perbedaan objek kajian, karakteristik data, serta tahapan preprocessing memberikan pengaruh signifikan terhadap performa model. Penelitian ini menunjukkan keunggulan pada sisi konteks kajian yang lebih spesifik, yaitu isu olahraga nasional yang sarat dengan muatan emosional, serta menghasilkan tingkat akurasi yang lebih tinggi dibandingkan sebagian besar penelitian pembanding. Hal tersebut menegaskan bahwa kombinasi Multinomial Naive Bayes dan TF-IDF yang diterapkan pada penelitian ini mampu mengakomodasi karakteristik komentar netizen yang singkat dan informal, sekaligus memperkuat kontribusi penelitian ini sebagai referensi analisis sentimen pada domain olahraga nasional.
4. KESIMPULAN
Kesimpulan atas penelitian ini, algoritma Naive Bayes terbukti cukup baik dalam menganalisis opini netizen terkait pemecatan Shin Tae-yong sebagai pelatih kepala Timnas Indonesia. Dari total 345 data yang diuji, diperoleh tingkat akurasi keseluruhan sebesar 91,3%, dengan 315 data terklasifikasi dengan benar dan 30 data salah prediksi. Performa terbaik ditunjukkan pada kelas sentimen negatif dengan nilai precision 89,2%, recall 100%, dan f1-score 94,64%, yang mengindikasikan model sangat akurat dalam mendeteksi sentimen negatif. Untuk kelas positif, nilai precision mencapai 95%, recall 73,08%, dan f1-score 82,61%. Sedangkan pada kelas netral diperoleh precision 100%, recall 65,22%, dan f1-score 78,95%. Hasil ini memperlihatkan bahwa ketidakseimbangan jumlah data antar kelas menyebabkan model masih mengalami kesalahan dalam mengklasifikasikan sentimen positif maupun netral. Meskipun demikian, secara keseluruhan performa model dapat dikategorikan baik dan menunjukkan bahwa algoritma Naive Bayes mampu melakukan klasifikasi terhadap tiga kategori sentimen opini dengan Xcukup baik.
Mengacu pada hasil yang didapatkan, penelitian yang dilakukan mengenai penerapan algoritma metode Naive Bayes diterapkan untuk mengkaji sentimen komentar pengguna internet pada media X terkait pemberhentian Shin Tae-yong dari pelatih Timnas Indonesia memiliki beberapa keterbatasan, antara lain ketidakseimbangan distribusi kelas sentimen yang menyebabkan model cenderung lebih dominan dalam memprediksi sentimen negatif, oleh karena itu terdapat beberapa saran untuk pengembangan lebih lanjut untuk meningkatkan kinerja model khususnya pada sentimen positif dan sentimen netral. Pertama, penerapan teknik preprocessing yang lebih komprehensif, seperti normalisasi kata tidak baku dan penanganan slang word, diharapkan dapat meningkatkan kualitas representasi teks serta akurasi klasifikasi sentimen. Kedua, untuk mengatasi permasalahan ketidakseimbangan data antar kelas sentimen, diharapkan pada penelitian selanjutnya dapat menerapkan teknik penyeimbangan data, seperti oversampling atau undersampling, agar model klasifikasi tidak cenderung bias terhadap kelas tertentu. Selain itu, pengembangan metode klasifikasi dengan membandingkan algoritma lain atau pendekatan hybrid juga dapat dilakukan guna memperoleh performa yang lebih optimal dalam analisis sentimen.
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